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Consider a random variable  defined by a density function .


For , the -moment of  is:


.


For , the -moment of  is the degree-  polynomial:


.


X = (X1, …, Xn) f(X) : ℝn → ℝ

i = (i1, …, in) ∈ ℕn i X

mi = 𝔼[Xi1
1 ⋯Xinn ] = ∫

ℝn xif(x)dx
d ∈ ℕ d X d

md = 𝔼[⟨X, Y⟩d] = ∑i∈ℕn, i1+…+in=d
d!

i1!⋯in! miY i ∈ ℝ[Y]

Moments
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Consider a random variable  defined by a density function .


For , the -moment of  is:


.


For , the -moment of  is the degree-  polynomial:


.


A compact way to look at moments is via the moment generating function: 

.


X = (X1, …, Xn) f(X) : ℝn → ℝ

i = (i1, …, in) ∈ ℕn i X

mi = 𝔼[Xi1
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i1!⋯in! miY i ∈ ℝ[Y]

𝔼[exp(⟨X, Y⟩)] = ∑d
1
d! 𝔼[⟨X, Y⟩d] = ∑d

1
d! md ∈ ℝ[[Y]]
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Consider a multivariate Gaussian distribution , i.e.,


.


• : mean vector;


• : covariance matrix, i.e., symmetric positive semidefinite matrix.


X ∼ 𝒩(μ, Σ)

f(x) = 1
det(2πΣ

exp (− 1
2 (x − μ)TΣ−1(x − μ))

μ = (μ1, …, μn) ∈ ℝn

Σ = (σij)i,j ∈ ℝn×n

Moments of Gaussian distributions
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Consider a multivariate Gaussian distribution , i.e.,
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• : mean vector;


• : covariance matrix, i.e., symmetric positive semidefinite matrix.


They define the homogeneous polynomials:


;                      .


Then, the moment generating function is 

.


X ∼ 𝒩(μ, Σ)

f(x) = 1
det(2πΣ

exp (− 1
2 (x − μ)TΣ−1(x − μ))

μ = (μ1, …, μn) ∈ ℝn
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Consider a multivariate Gaussian distributions


,


and consider a mixture


,           where .


Then, the moment generating function is





X1 ∼ 𝒩(μ1, Σ1), …, Xm ∼ 𝒩(μm, Σm)

X = λ1X1 + … + λmXm λi ∈ (0,1), ∑i λi = 1

𝔼[exp(⟨X, Y⟩)] =
m

∑
i=1

λi𝔼[exp(⟨Xi, Y⟩)]

= exp (λ1μ1 + … + λmμm) exp ( 1
2

(λ1q1 + … + λmqm)) = ∑
d

1
d!

m

∑
i=1

λi (ℓi +
1
2

qi)
d

Moments of mixtures of Gaussian distributions



Consider a multivariate Gaussian distributions


,


and consider a mixture


,           where .


For some , consider the inverse problem of the map sending the parameters of the 
model to finitely-many moments:


.

X1 ∼ 𝒩(μ1, Σ1), …, Xm ∼ 𝒩(μm, Σm)

X = λ1X1 + … + λmXm λi ∈ (0,1), ∑i λi = 1

d ∈ ℕ

(λ1, …, λm, ℓ1, …, ℓm, q1, …, qm) ↦ (m1, m2, …, md)
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Consider a multivariate Gaussian distributions


,


and consider a mixture


,           where .


For some , consider the inverse problem of the map sending the parameters of the 
model to finitely-many moments:


.


Question. Given finitely-many moments ,  
are the parameters of the mixture model generically identified (up to permutation)?

X1 ∼ 𝒩(μ1, Σ1), …, Xm ∼ 𝒩(μm, Σm)

X = λ1X1 + … + λmXm λi ∈ (0,1), ∑i λi = 1
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Consider a multivariate Gaussian distributions


,


and consider a mixture


,           where .


If  and , then we have that the first moments are





X1 ∼ 𝒩(μ1, Σ), …, Xm ∼ 𝒩(μm, Σ)

X = λ1X1 + … + λmXm λi ∈ (0,1), ∑i λi = 1

ℓi = xTμi q = xTΣx

m1 = ∑m
i=1 ℓi, m2 = ∑m

i=1 ℓ2
i + mq, m3 = ∑m

i=1 ℓ3
i + 3mq∑m

i=1 ℓi .

Identifiability of mixtures of Gaussian distributions 
the case with identical covariance
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Consider a multivariate Gaussian distributions
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,           where .


If  and , then we have that the first moments are





By shifting the space, we may assume .


Question. Is  generically identifiable? I.e., given a general cubic homogeneous 
polynomial, is its expression as sum of cubes unique up to permutation?
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Question. Is the map  generically identifiable? I.e., given a general cubic 
homogeneous polynomial, is its expression as sum of cubes unique up to permutation?


Given a homogeneous polynomial , its Waring rank is 


.


Theorem (Chiantini-Ottaviani-Vannieuwenhoven, 2017). For , the general 
homogeneous polynomial  of Waring rank smaller than the generic one has a 

unique minimal Waring decomposition except for .

m3 = ∑m
i=1 ℓ3

i

f ∈ Symd(ℂn)

rk( f ) = minm {f = ∑m
i=1 ℓd

i : ℓi ∈ Sym1(ℂn)}

d ≥ 3
f ∈ Symd(ℂn)

(d, n, m) ∈ {(6,2,9), (4,3,8), (3,5,9)}

Identifiability of mixtures of Gaussian distributions 
the case with identical covariance

L. Chiantini, G. Ottaviani, N. Vannieuwenhoven. On generic identifiability of symmetric tensors of subgeneric ranks. Transactions of AMS. 2017




Consider a multivariate Gaussian distributions


,


and consider a mixture


,           where .


Since  and , then we have that the moments are


.


X1 ∼ 𝒩(0,Σ1), …, Xm ∼ 𝒩(0,Σm)

X = λ1X1 + … + λmXm λi ∈ (0,1), ∑i λi = 1

ℓ1 = … = ℓm = 0 q = xTΣx

mi = {0  for i = 2d + 1
qd

1 + … + qd
m  for i = 2d
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Consider a multivariate Gaussian distributions


,


and consider a mixture


,           where .


Since  and , then we have that the moments are


.


Question. Is  generically identifiable?  
I.e., given a general homogeneous polynomial of even degree, is its expression as sum of 

powers of quadrics unique up to permutation? 

X1 ∼ 𝒩(0,Σ1), …, Xm ∼ 𝒩(0,Σm)

X = λ1X1 + … + λmXm λi ∈ (0,1), ∑i λi = 1

ℓ1 = … = ℓm = 0 q = xTΣx

mi = {0  for i = 2d + 1
qd

1 + … + qd
m  for i = 2d

m2d = ∑m
i=1 qd

i
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Question. Is  generically identifiable?  
I.e., given a general homogeneous polynomial of even degree, is its expression as sum of 

powers of quadrics unique up to permutation?


 
Observation. For degree-2 and degree-4 moments we cannot have identifiability. Indeed:


• , for any quadric ;


• .

m2d = ∑m
i=1 qd

i

q1 + q2 = (q1 + q′￼) + (q2 − q′￼) q′￼

q2
1 + q2

2 = 1
2 (q1 + q2)2 + 1

2 (q1 − q2)2

Identifiability of mixtures of Gaussian distributions 
the centered case
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Theorem (Taveira Blomenhofer-Casarotti-Michałek-Oneto, 2022*). For  such that


, 


the general sextic  is identifiable.

m, n ∈ ℕ

m ≤ min { (n + 5
6 )

(n + 1
2 )

− (n + 1
2 ) − 1 (n + 1

2 ) + 1}
f = ∑m

i=1 q3
i
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Theorem (Taveira Blomenhofer-Casarotti-Michałek-Oneto, 2022*). For  such that


, 


the general sextic  is identifiable.


Corollary (Taveira Blomenhofer-Casarotti-Michałek-Oneto, 2022*).  
For  such that the Theorem holds then:


1. the uniformly weighted Gaussian mixture  is generically identified 
by its degree-6 moment;


2. the general Gaussian mixture  is generically identified by its 
degree-6 and degree-4 moments.

m, n ∈ ℕ

m ≤ min { (n + 5
6 )

(n + 1
2 )

− (n + 1
2 ) − 1 (n + 1

2 ) + 1}
f = ∑m

i=1 q3
i

m, n ∈ ℕ

X = 1
m (X1 + … + Xm)

X = λ1X1 + … + λmXm
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From non-defectivity to identifiability 

Given any algebraic variety , we define:


• For any point , the -rank of  is  .


• The -secant variety of  is  .


X ⊂ ℙN

q ∈ ℙN X q rkX(q) = minm{q ∈ ⟨p1, …, pm⟩ : pi ∈ X}

m X σm(X) = ⋃p1,…,pm∈X ⟨p1, …, pm⟩ = {q : rkX(q) ≤ m}

A. Casarotti, M. Mella. From non-defectivity to identifiability. Journal of the EMS. 2020
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• For any point , the -rank of  is  .


• The -secant variety of  is  .


The variety  is said -defective if .


The variety  is said -identifiable if the general element  is identifiable. 


Theorem (Casarotti-Mella, 2020). If  is smooth, , , 
then non -defectivity implies -identifiability.
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q ∈ ℙN X q rkX(q) = minm{q ∈ ⟨p1, …, pm⟩ : pi ∈ X}
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Given any algebraic variety , we define:


• For any point , the -rank of  is  .


• The -secant variety of  is  .


The variety  is said -defective if .


The variety  is said -identifiable if the general element  is identifiable. 


Theorem (Massarenti-Mella, 2022). If  is smooth, , , 
then non -defectivity implies -identifiability.

X ⊂ ℙN

q ∈ ℙN X q rkX(q) = minm{q ∈ ⟨p1, …, pm⟩ : pi ∈ X}

m X σm(X) = ⋃p1,…,pm∈X ⟨p1, …, pm⟩ = {q : rkX(q) ≤ m}
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X m > 2 dim(X) m dim(X) + m − 1 < N
m (m − 1)

A. Massarenti, M. Mella. Bronowski’s Conjecture and identifiability of projective varieties. arXiv:2210.13524. 2022
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Massarenti-Mella, 2022

from non-defectivity 
to identifiability 

tangential contact locus

the expected number of cubes needed by the general sextic 



Non-defectivity of sums of powers 
and Fröberg’s Conjecture

S. Lundqvist, A. Oneto, B. Reznick, B. Shapiro. On generic and maximal k-ranks of binary forms. Journal of Pure and Applied Algebra. 2017

Let 


.


Conjecture (Ottaviani, 2017).  
For , the variety  is never -defective.


Vd,k,n = {[gk] : g ∈ ℙSymd(ℂn)} ⊂ ℙSymdk(ℂn)

k ≥ 3, d ≥ 2 Vd,k,n m


ℙSymd(ℂn) ℙSymk (Symd(ℂn))

ℙSymdk(ℂn)
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Let 
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Conjecture (Ottaviani, 2017).  
For , the variety  is never -defective.


Lemma (Terracini, 1911). Let  smooth.  
Given general points  and general , then 


.

Vd,k,n = {[gk] : g ∈ ℙSymd(ℂn)} ⊂ ℙSymdk(ℂn)

k ≥ 3, d ≥ 2 Vd,k,n m

X ⊂ ℙN

p1, …, pm ∈ X q ∈ ⟨p1, …, pm⟩

Tqσm(X) = ⟨Tp1
(X), …, Tpm

(X)⟩

S. Lundqvist, A. Oneto, B. Reznick, B. Shapiro. On generic and maximal k-ranks of binary forms. Journal of Pure and Applied Algebra. 2017
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Non-defectivity of sums of powers 
and Fröberg’s Conjecture

Let 


.


Conjecture (Ottaviani, 2017).  
For , the variety  is never -defective.


Note that .


Given general forms and , 
the general tangent space to  is


Vd,k,n = {[gk] : g ∈ ℙSymd(ℂn)} ⊂ ℙSymdk(ℂn)

k ≥ 3, d ≥ 2 Vd,k,n m

d
dt

|t=0 (g + th)k = kgk−1h

g1, …, gm ∈ Symd(ℂn) I = (gk−1
1 , …, gk−1

m )
σm(Vd,k,n)

ℙ (I ∩ Symdk(ℂn)) = ℙ[(gk−1
1 , …, gk−1

m )]kd

S. Lundqvist, A. Oneto, B. Reznick, B. Shapiro. On generic and maximal k-ranks of binary forms. Journal of Pure and Applied Algebra. 2017


ℙSymd(ℂn) ℙSymk (Symd(ℂn))
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Non-defectivity of sums of powers 
and Fröberg’s Conjecture

R. Fröberg. An inequality for Hilbert series of graded algebras. Mathematica Scandinavica. 1985

A. Oneto, Waring-type problems for polynomials. PhD thesis, Stockholm U., 2016

L. Nicklasson. On the Hilbert series of ideals generated by generic forms. Communications in Algebra. 2017 
A note on Fröberg’s conjecture for forms of equal degrees. Comptes Rendus Mathematique. 2017

Conjecture (Nicklasson, 2017).  
Given general forms  and ,


,


where  means to truncate the power series before the first non-positive coefficient. 
I.e., the ideal  has the minimal Hilbert function prescribed by Fröberg’s Conjecture. 

g1, …, gm ∈ Symd(ℂn) I = (gk−1
1 , …, gk−1

m )

∑i dim (I ∩ Symi(ℂn)) ti = [ (1 − td(k−1))m

(1 − t)n ]
[ ⋅ ]

I
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Conjecture (Nicklasson, 2017).  
Given general forms  and ,


,


where  means to truncate the power series before the first non-positive coefficient. 
I.e., the ideal  has the minimal Hilbert function prescribed by Fröberg’s Conjecture. 

g1, …, gm ∈ Symd(ℂn) I = (gk−1
1 , …, gk−1

m )

∑i dim (I ∩ Symi(ℂn)) ti = [ (1 − td(k−1))m

(1 − t)n ]
[ ⋅ ]

I

coeffkd
(1 − td(k−1))m

(1 − t)n
= (n + dk − 1

dk ) − m(n + d − 1
d ) = exp . codimσm(Vd,k,n)
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Conjecture (Nicklasson, 2017).  
Given general forms  and ,


,


where  means to truncate the power series before the first non-positive coefficient. 
I.e., the ideal  has the minimal Hilbert function prescribed by Fröberg’s Conjecture. 

Theorem (Nenashev, 2015). If ,  
then the Conjecture holds.

g1, …, gm ∈ Symd(ℂn) I = (gk−1
1 , …, gk−1

m )

∑i dim (I ∩ Symi(ℂn)) ti = [ (1 − td(k−1))m

(1 − t)n ]
[ ⋅ ]

I

m ≤ dim Symd(k−1)(ℂn)
dim Symd(ℂn)

− dim Symd(ℂn)



Thank you!
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